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Overview
• Motivations:

• Build the infrastructure in Titanium for applications of 
adaptive mesh refinement (AMR)

• Provide a nontrivial case study of Titanium’s usability 
(development and execution productivity)
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The Titanium Language:
a Java Dialect for Scientific computing
• A high-level language designed to simplify parallel 

programming, meanwhile to provide high performance
• Features:

• Global address space and explicit SPMD execution model
• Multidimensional rectangular arrays
• One-sided communication
• Templates 
• immutable (value) classes
• Zone-based memory management

• Titanium programs run on both shared-memory and 
distributed-memory architectures
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AMR for Partial Differential Equations 
(PDEs)

• A variety of physical problems exhibit multiscale  behavior, in the 
form of localized large gradients separated by large regions where 
the solution is relatively smoother

• In adaptive methods, one adjusts the computational effort locally to 
maintain a uniform level of accuracy throughout the problem domain

• The goal of local refinement is to save computational resources
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Implementing Block-Structured AMR 
Algorithms is Challenging
• Simplicity is traded for 

computational resources 
in AMR
• Mixture of regular and 

irregular data access and 
computation

• Dealing with all kinds of 
boundaries is the source of 
irregular operations

• Once the ghost values are 
determined, evaluating any 
finite difference scheme on 
each grid is a local operation
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Implementing Block-Structured AMR 
Algorithms is Challenging

• Also complicated are the control structures and 
interactions between levels of refinement

• In real applications, grid configuration is not 
known until run time, and it may change from 
time to time



719th IPDPS, April 7, 2005 Tong Wen & Phillip Colella

A Prototype of AMR in Titanium
Chombo

• Chombo is a widely used AMR 
package written in C++/Fortran 
with MPI:
• C++: complicated data structures 

and irregular computations
• Fortran: evaluation of operations 

on rectangular arrays
• Bulk-synchronous 

communication:
• Communicate boundary data for 

all grids at a level
• Perform local calculation on each 

grid in parallel

Titanium AMR
• Follow the design of Chombo 

with modifications to suit 
Titanium
• Basic AMR data structures and 

operations
• A  solver for elliptic PDEs

• Fully written in Titanium (no 
Fortran/C, no MPI)

• Our implementation has 
covered almost all Titanium’s 
features
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A Prototype of AMR in Titanium
• Basic data structures for AMR applications:

• The metadata class and the data class
• Basic AMR operations implemented as methods 

of classes:
• Exchange values along the grid boundaries at the same 

refinement level (Exchange)
• Quadratic interpolation of the boundary values at the 

coarse-fine interface (CFInterp1&2)
• A solver for elliptic PDEs is built on the above 

infrastructure
• Point relaxation scheme (GSRB)
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Titanium VS. C++/Fortran/MPI:
Lines of Code
• Numbers of lines of code:

• Why are numbers of lines smaller for Titanium?
• Functionality that has to be implemented as libraries in 

Chombo is supported at language level in Titanium
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Two Test Problems
• Solving Poisson’s equation with two grid 

configurations (3D Vortex Ring problem):
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Serial Performance
• The same version of 

code is run on two 
platforms:
1. An Intel Pentium 4 

workstation
2. Seaborg: the 21st in 

Top500 list
• The Titanium compiler 

we used is version 2.573

• On the Intel Pentium 4 
workstation, the small 
test problem:
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Parallel Performance
The scalability of the small test problem on Seaborg (32 bit):
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Parallel Performance
• Scalability of the large test problem on Seaborg (64-bit):

• Note that the source and destination regions of Exchange operation 
are non-contiguous in linear storage

• Possible improvements to reduce the communication cost:
• Packing at application level
• More efficient packing in the GASNet communication system
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Parallel Performance
• Titanium vs. C++/Fortran/MPI on the large test problem 

on Seaborg, where two nodes (28 processors) are used.
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Conclusion and Future Work
• Titanium’s strength:

• A high-level language that is easy to learn and easy to use
• Writing AMR applications in Titanium requires much less programming 

effort
• Potential to provide  high performance

• Continuing improvements to Titanium are motivated by 
this project:
• A recent change in Titanium compiler has provided an average of 10% 

speedup of our test code
• Future work:

• Improve the performance of AMR Exchange
• A performance model of Titanium AMR would be interesting
• New AMR development: ocean modeling (solvers for large aspect 

ratio grids)
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Appendix
• The infinity norms of the residuals from the two test 

problems:
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